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Abstract

Deep neural networks (DNN) require a large number of an-
notations, which sometimes is very expensive and cumber-
some. Over the years, various efforts have been proposed for
reducing the annotation cost when training the DNN. Semi-
Supervised Learning (SSL) is one of the solutions that has been
provably handy in leveraging unlabeled instances to mitigate
the efficacy of the model’s performance and has been attract-
ing an increasing amount of attention in recent times. In this
work, our main insight is that semi-supervised learning can
benefit from recently proposed unsupervised contrastive learn-
ing approach, which aims to achieve the positive concentrated
and negative separated representation in the unlabeled fea-
ture space. Herein, we introduce MultiCon, a semi-supervised
learning paradigm that aims at learning data augmentation in-
variant based embedding. In particular, we combine the multi-
contrastive learning approach with a consistency regularization
method for maximizing the similarity between differently aug-
mented views of one sample and pushing the embedding of dif-
ferent instances away in the latent space simultaneously. Exper-
iments on multiple standard datasets including Covid19 Chest
X-ray images and CT Scans demonstrate that MultiCon achieves
state-of-the-art performance across existing SSL benchmarks.
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