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1. Problem Definition: Subspace clustering is fairly efficient to 
cluster high dimensional data. PreDeCon [1] is a density based 
subspace clustering variant of DBSCAN [2]. Two problems 
inherent in PreDeCon is:

I. It can’t differentiate between two close clusters.

II. It is very sensitive to parameter.

4. Experimental Result: We used ELKI to implement direct             
density reachability and min-cut algorithm. Then PreDeCon
and our Improved version is applied on data similar to below 
and evaluation result shows significant improvement.

2. Existing Work: 

3. Solution for Problem I: Simplest way to solve the 1st problem 
is to convert it into a problem of graph and apply a graph cut 
algorithm to each cluster from PreDeCon.

a. Converting To Graph: We considered two ways to apply 
connectivity to a data point.

i. k-Nearest Neighbors: Requires parameter k.

ii. Direct Density Reachable: Requires nothing new. 

b. Graph Cut Algorithm: Two considerations were taken here:
i. Min-Cut Algorithm: Karger’s algorithm [3] finds all 

min-cut with complexity of  O(n2log3n) with error 
probability of O(1/n).

ii. Sparsest Cut Algorithm: Although sparsest cut is a 
NP-Hard there is an approximation with complexity 
of O(√logn) [4].
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5. Conclusion: Our approach to solve the 1st problem is 
independent of the shape of the cluster. Our future work 
includes to implement sparsest cut algorithm in ELKI and 
experiment on the 2nd problem without increasing complexity 
of the clustering.

4. Proposed Solution for Problem II: For the 2nd Problem we are 
proposing to use relative variance in a dimension to select 
core-point in the algorithm along with MinPts. Here is a 
suggestion:
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 PreDeCon extends DBSCAN to high dimension spaces by 

incorporating the notion of dimension preferences in the 

distance function 

 For each point p, it defines its subspace preference vector:

 𝑊 =(w1 , w2 , …. wd )               wi=  
1 𝑖𝑓 𝑉𝐴𝑅𝑖 > δ
𝑘 𝑖𝑓 𝑉𝐴𝑅𝑖 ≤ 𝛿

 VARAi is the variance along dimension i in Nε(p):
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𝛿, k(k>>1) are input parameters

 Preference weighted distance function:
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𝑑𝑖𝑠𝑡𝑝𝑟𝑒𝑓 𝑝, 𝑞 = max{𝑑𝑖𝑠𝑡𝑝 𝑝, 𝑞 , 𝑑𝑖𝑠𝑡𝑞 𝑞, 𝑝 }

 Preference weighted ε-neighborhood:

𝑁ε

𝑤𝑝 𝑝 = {𝑥 ∈ D|𝑑𝑖𝑠𝑡𝑝𝑟𝑒𝑓(𝑝, 𝑥) ≤ 𝜀}

 Preference weighted core points:
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 Direct density reachability, reachability and 

connectivity are defined based on preference 

weighted core points. 

 A subspace preference cluster is a maximal density 

connected set of points associated with a certain 

subspace preference vector. 
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